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Abstract

We propose a general framework for approximating the potential of mean force (PMF) along a reaction coordinate in
conformational space. This framework, based on the method of weighted residuals, can be viewed as a generalization of
thermodynamic integration and direct histogram methods. Using weighted residuals allows for higher-order approxima-
tions to the PMF in the form of a global spectral method or a finite element method. In addition, the higher degree of
continuity provided by spectral and higher-order elements makes weighted residual methods an attractive choice for
use in tandem with biasing force methods. As an analysis tool, the weighted residuals framework provides a context
for direct comparison of thermodynamic integration and histogram based methods. For validation of the new method,
numerical experiments are performed on two systems: a simple double-well and alanine dipeptide in vacuum. Comparisons
between the new weighted residual methods, thermodynamic integration, and WHAM are performed. When configuration
space is perfectly sampled the high-order weighted residual methods are found to exhibit exponential convergence. For
more realistic sampling, the weighted residual methods performed comparably to the other two. However, results suggest
that spectral type methods are more robust with respect to parameter choices describing the solution space.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

The potential of mean force (PMF) is one of the most important concepts in physical and biological chem-
istry [1]. It describes the change in free energy along a ‘‘reaction coordinate’’ and determines the strength and
likelihood of association in molecular systems [2]. Estimating the change in free energy between two molecular
conformations is a challenging task due to the high dimensionality of phase space and complex structure of the
energy landscape [3].

A variety of techniques have been developed to approximate the PMF including umbrella sampling [4],
weighted histograms [5], free energy perturbation [6,7], thermodynamic integration [7,8], steered molecular
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dynamics [9] and adaptive biasing forces [10–13]. These methods sample configuration space using a sequence
of (biased) equilibrium or nonequilibrium molecular dynamics or Monte Carlo simulations. The PMF is
recovered using either the observed probability density or mean force.

In this paper we propose a novel framework for the approximation of the PMF along a reaction coordinate
from configurations generated by molecular dynamics and Monte Carlo simulations. This framework, based
on the method of weighted residuals, allows for the comparison of a wide class of existing free energy methods
and provides a platform for deriving new methods.

Comparisons between free energy methods have been performed in the past. Both [14,15] found that ther-
modynamic integration (TI) was slightly superior to free energy perturbation (FEP). In a study comparing the
use of the weighted histogram analysis method (WHAM), TI and FEP to compute solvation free energies,
WHAM was found to perform better than TI and FEP [16]. Recently the adaptive biasing force (ABF)
method was favorably compared to a method based on Jarzynski’s identity [12].

The structure for the remainder of this paper is as follows. In Section 2, we define the potential of mean
force in terms of the underlying probability density function. Direct histogram, thermodynamic integration
and umbrella sampling methods are reviewed in Section 3. Weighted residuals methods are introduced in Sec-
tion 3.4, where it is shown that direct histogram and thermodynamic integration methods are both weighted
residuals methods. This framework is used to develop two new methods based on Chebyshev polynomials and
spectral elements. Analytical results using a simple model problem indicate that the weighted residual methods
are more accurate when conformational space is well sampled. To investigate sampling sensitivity, a sequence
of numerical experiments are conducted in Section 4. Results indicate that the new weighted residual methods
are competitive and more robust with respect to parameter choices.

2. Potential of mean force

The potential of mean force (PMF) is the free energy along a reaction coordinate (or path) in conforma-
tional space. The reaction coordinate, denoted by n(x), is a function which maps atomic positions, x, to a con-
tinuous collection of states, n(x). A specific state, f, is the set of atomic positions for which nðxÞ ¼ f. The
reduced probability density function corresponding to the state f is given by

qnðfÞ ¼
Z

dðnðxÞ � fÞqðx; pÞdxdp; ð1Þ

where x is the atomic positions, p is the momenta, and qðx; pÞ is the probability density function associated
with the ensemble. In this paper we assume conformations are sampled from the constant temperature or
canonical ensemble,

qðx; pÞ ¼ e�bHðx;pÞ
R
e�bHðx0;p0Þ dx0 dp0

:

Here Hðx; pÞ is the Hamiltonian of the system, the sum of the potential and kinetic energy terms, and
b ¼ 1=kBT , where kB is the Boltzmann constant and T is temperature. The PMF, A(f), is defined in terms
of the relative probability density at a state f by

AðfÞ ¼ � 1

b
ln

qnðfÞ
qnðf0Þ

� �
; ð2Þ

where f0 is the reference state which can be chosen arbitrarily. Note that the PMF is defined up to an additive
constant depending on the reference state. For a finite range of states, ½fa; fb�, the reference state is often set to
fa in which case the resulting PMF at fb is the change in free energy between states fa and fb.

The mean force can be written as an ensemble average using the derivative of the PMF (see [12,13]). Dif-
ferentiating Eq. (2) with respect to f results in

dAðfÞ
df

¼ oH

of

� �

f

¼ �hF nif ¼ �
R
F nðx; pÞdðnðxÞ � fÞqðx; pÞdxdpR

dðnðxÞ � fÞqðx; pÞdxdp ; ð3Þ
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where h�if denotes the average at nðxÞ ¼ f [12,13]. The average hF nif is the mean force acting in the direction of
the reaction coordinate. Here, F nðx; pÞ is a function of atomic positions and momenta. The analytical form
used in this paper is

F nðx; pÞ ¼ � 2

b

rnðxÞTM�1n00ðxÞM�1rnðxÞ
ZnðxÞ2

�rUðxÞTM�1rnðxÞ
ZnðxÞ

þ pTM�1n00ðxÞM�1p

ZnðxÞ
; ð4Þ

where M is the mass matrix, U is the potential energy and Zn ¼ rnTM�1rn. The derivation of Eq. (4) can be
found in [11]. Additional forms can also be found in [17,10], however, they are more cumbersome then Eq. (4)
because they require a coordinate system orthogonal to n to be defined. A convenient representation of the
mean force is the ratio of two ensemble averages,

hF nif ¼
F nðfÞ
qnðfÞ

: ð5Þ

Here, F nðfÞ, is defined as the numerator of Eq. (3)

F nðfÞ ¼
Z

F nðx; pÞdðnðxÞ � fÞqðx; pÞdxdp:

3. Numerical methods

In this section we present numerical methods for approximating the PMF. We start by reviewing existing
direct histogram and thermodynamic integration (TI) methods before introducing the weighted residuals
method. Using the weighted residuals framework we show that the direct histogram and TI methods are sim-
ilar in that they both treat the approximation to the PMF as a linear combination of basis functions along the
reaction coordinate

AðfÞ �
XN

i¼1

Ai/iðfÞ:

The methods only differ in the choice of basis functions, /i, and formula for computing the coefficients, Ai.
Each coefficient is a single degree of freedom describing the approximation, in this case the approximation
has N degrees of freedom (DOF). To illustrate the flexibility of weighted residuals, we apply two new methods
based on Chebyshev polynomials and spectral elements.

Without sufficient sampling of conformational space, none of the methods described in this paper can accu-
rately reconstruct the PMF. In regions where qnðfÞ is small, the sampling will be poor due to high potential
barriers. Effective removal of these barriers can be difficult since it generally requires knowledge of the under-
lying PMF. One biasing method, known as umbrella sampling, uses a restraining potential to increase sam-
pling in a region of interest. In Section 3.3, we review umbrella sampling and the weighted histogram
analysis method (WHAM) for combining data from a sequence of biased simulations.

3.1. Direct histogram method

The direct method calculates the probability distribution simply by building a histogram using binning.
Binning requires breaking up the reaction coordinate into intervals or bins and then counting the number
of times a molecular dynamics (MD) or Monte Carlo (MC) simulation reaches each bin. This gives a histo-
gram from which a piecewise-constant representation of the probability density function qnðfÞ can be found.
The coefficients in this expansion are calculated by

P i ¼
1

D

Z
/iðnðxÞÞqðx; pÞdxdp ¼ 1

D

Z D=2

�D=2

qnðfi þ fÞdf; ð6Þ

where /i is the unit constant basis function with support over the bin defined by the interval fi � D=2. The
approximation to qnðfÞ is written
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q̂nðfÞ ¼
XN

i¼1

P i/iðfÞ:

Note in the limit as D ! 0 the approximation q̂nðfÞ ! qnðfÞ. To find the PMF, the approximate probability
density function, q̂nðfÞ, is inserted into Eq. (2) resulting in

AðfÞ � � 1

b
ln

XN

i¼0

P i

P 0

/iðfÞ
 !

¼
XN

i¼0

� 1

b
ln

P i

P 0

� �
/iðfÞ ¼

XN

i¼0

Ai/iðfÞ:

The summation commutes with the logarithm only in the case that /i is piecewise-constant. This would not be
possible if /i were a higher-order polynomial.

There are two forms of error arising from this approximation, statistical and truncation error. Statistical
error comes from using a finite sample size to approximate an average. This error decreases as D increases.
The truncation (or systematic) error is a result of approximating a delta function with 1

D
/i. To see this, con-

sider Eq. (6). The coefficient Pi is also an approximation of qnðfiÞ, where Pi and qnðfiÞ can be written as the
ensemble average of 1

D
/i and d respectively. They are equivalent in the limit as D ! 0; however, for nonzero D,

a truncation error is made. Therefore the truncation error decreases as D decreases, which is in opposition to
the statistical error. In the absence of statistical error, the total error will be equal to the error from a piece-
wise-constant approximation of the PMF. A complete discussion of these errors and how to balance the two
can be found in [18].

3.2. Thermodynamic integration

Thermodynamic integration (TI) relies on Eq. (3) to compute the mean force. Once computed, the mean
force is integrated along the reaction coordinate to recover the PMF

AðfÞ ¼ �
Z f

f0

hF nif df:

hF nif can be calculated from a constrained MD or MC simulation [19]; however, doing so suffers from prob-
lems due to non-ergodic sampling. Regions normally accessible may become blocked by high potentials per-
pendicular to the reaction coordinate. Consequently the configuration space is not adequately sampled in
finite simulation time [13].

A second option for computing hF nif is to use an unconstrained simulation in which the system is allowed
to move freely, both in the direction of the reaction coordinate and in perpendicular directions. In this paper
TI is assumed to be unconstrained unless otherwise stated. From an implementation perspective TI uses bin-
ning similarly to the direct method. The reaction coordinate is broken up into bins and, over the course of an
MD or MC simulation, values of F nðx; pÞ are recorded in each bin. In post processing, the bin averages are
computed yielding an approximation of hF nif. Similar to the direct method, the mean force calculated by
TI yields a piecewise-constant approximation to hF nif. The coefficients in this expansion are

F i ¼
R D=2

�D=2
F nðfi þ fÞdf

R D=2

�D=2
qnðfi þ fÞdf

: ð7Þ

In terms of /i, a unit constant basis function with support over the bin defined by the interval fi � D=2, the
approximation of hF nif at any value of the reaction coordinate is written as

hF nif �
XN

i¼1

F i/iðfÞ:

Integrating results in

AðfÞ � �
Z f

f0

XN

i¼1

F i/iðf0Þdf0 ¼ �
XN

i¼1

F i

Z f

f0

/iðf0Þdf0; ð8Þ
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which implies that TI provides a piecewise-linear approximation of the PMF. The coefficients suffer from the
same type of statistical and truncation error as the coefficients for the direct method. For perfect sampling (no
statistical error) the error in the TI approximation will be equal to the error from a piecewise-linear approx-
imation of the PMF. For this reason, if the PMF is smooth and the bin sizes are the same, the TI approxi-
mation will be better then the direct histogram approximation in the absence of statistical error.

Recently Darve et al. [10–12] proposed a TI method that uses the most recent estimate of the PMF to bias
the simulation. This method is known as the adaptive biasing force (ABF) method. Continuously updating the
biasing potential with the best estimate of the PMF allows for eventual convergence to uniform sampling
along the reaction coordinate, which leads to better sampling and faster convergence to the PMF. A descrip-
tion of an implementation of ABF and its details can be found in [13].

3.3. Umbrella sampling

The problem of poor sampling in unlikely regions of configuration space is present in both TI and the direct
method. One way to alleviate this problem is through umbrella sampling, originally described in [4]. The idea
is to run several simulations/trajectories with sampling that is restricted to a small portion of the reaction
coordinate using a (typically quadratic) restraint potential. Ensemble averages calculated in separate trajecto-
ries can be recombined to give the desired average (see [4,20]). It is also possible to reduce barriers along the
reaction coordinate by applying a bias that is the negative of an estimate of the PMF. The removal of this bias
is the same as for the restraint potentials.

When calculating the PMF with the TI method, the restraint potentials allow adequate sampling along the
reaction coordinate over the domain of interest. Since the restraint potential depends only on the reaction
coordinate, the sampling perpendicular to the reaction coordinate is not changed by the bias. Therefore,
the average hF nif is unaffected by the bias and no re-weighting is required when recombining the samples.

For direct methods, the effects of the biasing potential must be removed from the resulting biased histo-
gram. One of the most popular methods for bias removal is the weighted histogram analysis method (WHAM)
[5], which employs a specific choice of weights to combine the averages. Briefly, if qi

nðfÞ is an average calcu-
lated from the ith of T trajectories then qnðfÞ can be calculated as

qnðfÞ ¼
XT

i¼1

wiðfÞqi
nðfÞ; where

XT

i¼1

wiðfÞ ¼ 1 8f:

The weights are chosen to minimize the variance in qnðfÞ. For more details, see [21,22].

3.4. Method of weighted residuals

The method of weighted residuals is a technique used to find approximate solutions to ordinary and partial
differential equations of the form

LuðxÞ ¼ f ðxÞ for x 2 X; ð9Þ
where L is a differential operator and X is the domain of the problem. The approximate solution, û, is repre-
sented as a linear combination of N basis functions /i whose span forms the trial space. The coefficients are
determined by forcing the residual, rðxÞ ¼ LûðxÞ � f ðxÞ, to be orthogonal to a test space spanned by N basis
functions wj. Enforcing orthogonality yields a set of N equations to be solved for N unknown coefficients

Z

X

wjðxÞrðxÞwðxÞdx ¼ 0 for j ¼ 1; . . . ;N ;

where w(x) is a strictly positive weight function. In the case that L is a linear operator, the resulting system of
equations will also be linear.

Different choices for the basis functions /i and wj result in different types of methods. Galerkin methods use
the same trial and test space with /i ¼ wi. Basis functions with global support yield global spectral methods,
while a locally supported basis results in a finite element method. Further choices are wj ¼ d, which results in a
collocation method and wj ¼ 1 on an element, which gives a finite volume method. The method of least
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squares is also a weighted residual method with wj ¼ or=ouj, where ui are the unknown trial space coefficients
[23].

The weighted residuals approximation to the PMF can be found using the residual defined by Eq. (3).
Using the uniform weight function, wðfÞ ¼ 1, and the test functions fwigNi¼1 gives the N equations

Z ff

f0

oA

of
þ hF nif

� �
wjðfÞdf ¼ 0 for j ¼ 1; . . . ;N :

A difficulty of this formulation is that to integrate hF nifwiðfÞ requires hF nif to be evaluated at quadrature
points. Each evaluation is subject to both truncation and statistical error. This problem can be avoided if
the weight function is chosen to be wðfÞ ¼ qnðfÞ, which results in the new set of equations

Z ff

f0

oA

of
þ hF nif

� �
wjðfÞqnðfÞdf ¼ 0 for j ¼ 1; . . . ;N : ð10Þ

Substituting the trial basis functions f/igNi¼1 and simplifying Eq. (10) by applying Eq. (5) gives
Z ff

f0

dA

df
þ hF nif

� �
wjðfÞqnðfÞdf ¼ 0

)
Z ff

f0

dA

df
wjðfÞqnðfÞdf ¼ �

Z ff

f0

hF nifwjðfÞqnðfÞdf

)
XN

i¼1

Ai

Z ff

f0

/0
iðfÞwjðfÞqnðfÞdf ¼ �

Z ff

f0

F nðfÞwjðfÞdf:

Notice the integrals in the last expression are ensemble averages. This further simplifies the system (assuming
/i and wj have support only on ½f0; ff �) to give

XN

i¼1

Aih/0
iðnðxÞÞwjðnðxÞÞi ¼ �hF nðx; pÞwjðnðxÞÞi for j ¼ 1; . . . ;N ; ð11Þ

where h�i denotes the ensemble average over all of configuration space.
With an appropriate choice of basis functions it is possible to derive the TI method from the weighted resid-

ual framework. Define a grid such that fi ¼ f0 þ i� 1
2

� �
D for i ¼ 1; . . . ;N , where fN þ D=2 ¼ ff . Now define

the derivative of the basis function /i to be 1 on the interval fi � D=2 and zero otherwise. Note these basis
functions are the same as the basis functions used to approximate AðfÞ in TI (see Eq. (8)). They will make
up the trial space in a weighted residual method. Using a least squares approach the test space will be spanned
by /0

j. Substituting the /0
j for wj in Eq. (11) results in

XN

i¼1

Aih/0
iðnðxÞÞ/0

jðnðxÞÞi ¼ �hF nðx; pÞ/0
jðnðxÞÞi

) Ajh/0
jðnðxÞÞ/0

jðnðxÞÞi ¼ �hF nðx; pÞ/0
jðnðxÞÞi

) Aj ¼ �
hF nðx; pÞ/0

jðnðxÞÞi
h/0

jðnðxÞÞ/0
jðnðxÞÞi

¼ �
R D=2

�D=2
F nðfj þ fÞdf

R D=2

�D=2
qnðfj þ fÞdf

¼ �F j

for j ¼ 1; . . . ;N . The last step holds because the function /0
j has support only on the interval fi � D=2. Notice

the coefficients Aj are the negatives of the Fi coefficients used by TI in Eq. (7). Hence, the weighted residuals
method with a piecewise-linear trial space and a piecewise-constant test space is the same as TI.

A similar argument can made for the equivalence of the direct method and the weighted residual method,
though the proof is more complex. If the reaction coordinate is aperiodic, then piecewise-constant basis func-
tions for the trial space and piecewise-linear basis for the test space yields the direct method. For periodic sys-
tems, the direct method corresponds to a piecewise-constant trial space; however, the test space is not as
simple. For more details and derivations, see Section A.1 of the Appendix. A summary of the spaces used
by the direct method and TI is found in Fig. 1.
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Both TI and the direct method correspond to low-order finite element methods. The systematic error of
these methods can be decreased by increasing the number of intervals in the approximation, this process is
referred to as h-refinement and yields algebraic convergence. It is possible when using Eq. (10) to use high-
order finite elements so-called spectral element methods (SEM) or even global spectral methods (GSM).
High-order approximations have greater smoothness and can also take advantage of the exponential conver-
gence coming from increasing the order of the approximation, referred to as p-refinement. Hybrid methods
that use both forms of refinement are possible, SEM is particularly well suited to this approach [23,24].

As an example, consider the double well potential

Uðx; yÞ ¼ 2ðy � x3 þ xÞ2 þ 1

4
x4 þ e�x2 : ð12Þ

If we let the reaction coordinate be defined as nðx; yÞ ¼ x, then the PMF up to an additive constant, C, is

AðxÞ ¼ 1

4
x4 þ e�x2 þ C: ð13Þ

Under the assumption of perfect sampling (i.e. no statistical error), the application of Eq. (10) on the interval
[�1.5,1.5] leads to the convergence in L2 with respect to the degrees of freedom seen in Fig. 2. Here the GSM
uses Chebyshev polynomials, refining solely in p, resulting in rapid exponential convergence. The steps in the
curve are due to the even-degree of the exact solution since the addition of odd-degree basis functions does not
improve the approximation. The SEM shows similar rapid convergence due to p-refinement. Here the number
of elements is held fixed at 50 while each element is refined in p. Finally, TI uses fixed-degree piecewise-linear
elements combined with pure h-refinement.

In addition to the rapid theoretical convergence and greater smoothness of higher-order approximations, p-
refinement also reduces the statistical error associated with small bin sizes. For a SEM, the bin (or element
size) can remain fixed while the degree is increased. Alternatively, if a GSM is used there will be no sampling

Fig. 1. A table showing the test and trial spaces used by thermodynamic integration and the direct method, with respect to the weighted

residuals described by Eq. (10).
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Fig. 2. Loglog plot of the L2 error of solutions versus the degrees of freedom for the double well potential with the assumption of perfect

sampling.
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error resulting from using a small bin size. This is not to say that statistical error will no longer exist, it just
won’t be connected to bin size.

3.4.1. Multiple biased simulations

The method described by Eq. (11) assumes that samples are coming from an unbiased simulation. However,
as discussed in Section 3.3, better sampling can be achieved by using several biased trajectories. To apply Eq.
(11), the averages must be computed from a recombination of the biased trajectories. One possible way to do
this is to use WHAM. Another approach requires a different choice for the weighting function w(f). Let uk be
the biasing potential for the kth of K biased trajectories. We will choose the weighting function

wðfÞ ¼
XK

k¼1

R
dðnðxÞ � fÞe�bðHðx;pÞþukðnðxÞÞÞ dxdpR

e�bðHðx;pÞþukðnðxÞÞÞ dxdp
: ð14Þ

When substituted into Eq. (10) with trial functions /i and test functions wj, this choice of weight function
yields the system of equations

XN

i¼1

Ai

XK

k¼1

h/0
iðnðxÞÞwjðnðxÞÞik ¼ �

XK

k¼1

hF nðx; pÞwjðnðxÞÞik ð15Þ

for j ¼ 1; . . . ;N , where h�ik is the average coming from the kth biased trajectory. A derivation of Eq. (15) can
be found in Section A.2. Notice that the components of the linear system produced by Eq. (15) are simple
averages of the biased simulations. No explicit recombination step is necessary to compute the PMF using
the weighted residual method.

4. Numerical experiments

To compare the methods for computing the PMF we performed a sequence of numerical experiments on
two different systems. The first is the simple double well problem described in Section 3.4. The second is ala-
nine dipeptide with the PMF computed along the / dihedral angle. Two different error metrics were used to
compare the quality of the approximation, bA, with the exact PMF, A. These metrics measure the total error,
the sum of the statistical and truncation error, made by the approximation. Recall that the PMF is defined up
to an additive constant. We define the first metric to be the L2 error minimized with respect to this constant

k bA � AkL2 ¼ min
a

Z b

a

ððbAðfÞ þ aÞ � AðfÞÞ2 df
� �1=2

:

The second error metric, referred to as the difference error, measures the error in the change in free energy
between two states. The difference error is defined at a pair of points on the interval of interest, f1; f2 2 ½a; b�

j bA � AjD ¼ jð bAðf2Þ � bAðf1ÞÞ � ðAðf2Þ � Aðf1ÞÞj:
The number of degrees of freedom (DOF) in the solution space used by TI, the direct method and WHAM is
simply the number of elements or bins. For SEM and GSM the DOF is the number of coefficients used in the
approximation to the PMF. To solve the WHAM equations, we used a fixed-point iteration with a tolerance
of 10�3 using the method described in [21,22]. Further refinement did not have a significant effect on the re-
sults. To investigate both h and p-refinement, we applied the weighted residuals method using GSM and SEM.
The basis functions for the global spectral method were constructed using

/iðxÞ ¼
Z x

f0

T i

2x0 � ff � f0

ff � f0

� �
dx0;

where Ti is the ith Chebyshev polynomial and refinement is carried out only in p. In the figures, global spectral
approximations are referred to as ‘‘GSM P’’, where P is the largest polynomial order used in the approxima-
tion. For SEM, we used a nodal basis on each element. Refinement was performed in both h and p. In the
figures the approximations are referred to as ‘‘SEM E–P’’, where E is the number of elements and P is the
polynomial order.
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4.1. Double well PMF

For our first numerical experiment, we considered the simple double well system described in Section 3.4.
The potential and corresponding PMF can be found in Eqs. (12) and (13). We used the reaction coordinate
nðx; yÞ ¼ x, on the interval [�1.5,1.5]. A plot of the exact PMF can be seen in Fig. 3. Sampling was done using
the Metropolis Monte Carlo algorithm described in [20], with b ¼ 2, and an acceptance ratio of 35%. The sim-
plicity of the two-dimensional configuration space made it possible to adequately sample the whole interval
with a single unbiased simulation. When computing the difference error we used two critical points,
fl � �0:923 and fr ¼ 0, which correspond to the bottom and peak of one well.

The L2 error as a function of the number of DOF is plotted in Fig. 4 with each plot corresponding to a
different simulation length, 3:33� 103 samples on the left and 3:33� 105 samples on the right. Refinement
for TI and the direct method is performed in h and both GSM and SEM refine in p. Notice in both plots
the error of the direct method decreases until an optimal bin width is reached where statistical error is in bal-
ance with the truncation error, then increases as statistical error dominates. The remaining methods, all based
on the weighted residual method, appear to level off for large degrees of freedom. For the plot with 3:33� 105

samples, the global spectral method (denoted ‘‘GSM’’) initially achieves very rapid convergence similar to the

–1.5 –1 –0.5 0 0.5 1 1.5
–0.8

–0.7

–0.6

–0.5

–0.4

–0.3

–0.2

–0.1

0

ζ

P
M

F
 (

k
c
a

l/
m

o
l)

Fig. 3. Exact PMF for the potential from Eq. (12).
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Fig. 4. Loglog plot of the L2 error versus the DOF for the PMF of the double well potential in (12). Notice the direct method has a clear

minimum after both 3:33� 103 samples and 3:33� 105 samples.
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exponential convergence seen in Fig. 2. However, the curve levels when the statistical error begins to domi-
nate. Also notice the direct method with optimal bin width achieves higher accuracy then the other methods
for both numbers of samples. A similar pair of plots showing the difference error can be seen in Fig. 5. Again
the direct method has a clearly optimal bin width. An interesting difference is that GSM has an error that is an
order of magnitude less than the smallest error achieved by the remaining methods for fewer degrees of
freedom.

Fig. 6 shows the L2 and difference errors as functions of the number of samples for the four different meth-
ods. The TI and direct methods both have 50 degrees of freedom. The spectral element method (SEM) uses 12
elements with a cubic polynomial basis. Finally GSM is implemented with a degree 12 Chebyshev basis. The
final line on the plots serves as a reference for 1=

ffiffiffiffi
N

p
, where N is the number of samples. The plot shows that

all methods are converging in both norms as 1=
ffiffiffiffi
N

p
. In the L2 plot all the methods have very similar error, the

notable exception being the direct method. The direct method does not appear to do as well with the difference
error over the entire length of the simulation. The remaining three methods again have very similar
performance.
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Fig. 5. Loglog plot of the difference error versus the DOF for the PMF of the double well potential in (12). On the left is the result after

3:33� 103 samples, and on the right is after 3:33� 105 samples.
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4.2. Alanine dipeptide

To further examine the performance of the weighted residual methods a more realistic system was studied.
Alanine dipeptide was chosen because it shares many of the characteristics of more complex biomolecules [25].
Furthermore, its small size reduces the computational effort required allowing for a more detailed comparison
of numerical methods. All simulations were performed on a single workstation using the NAMD software
program developed by the Theoretical and Computational Biophysics Group in the Beckman Institute for
Advanced Science and Technology at the University of Illinois at Urbana-Champaign [26]. Each simulation
generated configurations using Langevin dynamics in vacuum with 1 fs timesteps. The reaction coordinate
under consideration was the / dihedral angle measured in radians with [�2.0,1.5] being the interval of interest.
The PMF from a 40 ns ABF simulation (shown in Fig. 7) was used as the ‘‘exact’’ PMF when calculating
errors.

In the double well problem it was possible to sample the entire reaction coordinate using a single unbiased
window. For this problem multiple windows had to be used. Initially, five evenly spaced overlapping windows
of the same size were chosen to cover the reaction coordinate over the domain. This choice led to poor sam-
pling surrounding the maxima of the PMF at / � �0:13. An additional window focusing sampling in this
region fixed the problem. Sampling was constrained to each window by piecewise-quadratic biasing potentials
of the form

uðfÞ ¼
1
2
clðf� flÞ2 f < fl;

0 fl 6 f 6 fr;
1
2
crðf� frÞ2 fr < f;

8
><

>:

where cl, cr are coefficients controlling the strength of the restraint, and fl, fr are positions that define the size
and placement of the window. A table listing the restraints and positions defining the six windows used can be
seen in Fig. 8. Because of the use of multiple windows, WHAM was used instead of the direct method. Each
window was run for a total of 2 ns or 2� 106 time steps, yielding a total simulation time of 12 ns.

Fig. 9 shows the L2 error as a function of DOF for different types of refinement. On the left is a snapshot
after 0.75 ns of simulation and on the right is the full 12 ns of simulation. Both h and p refinement were inves-
tigated, using a static 8 elements for p-refinement (SEM-p) and cubic polynomials for h-refinement (SEM-h).
Notice the error decreases with increased simulation time. In general the error is proportional to 1=

ffiffi
t

p
, where t

is the length of the simulation. As with the double well potential, all the methods improve until the statistical
error overwhelms the truncation error. Unlike the direct method for the double well potential, WHAM does
not have an obvious optimal point where the statistical error balances with the truncation error. WHAM
instead has a constant error for large numbers of degrees of freedom. The global spectral method again
has very rapid convergence for small degrees of freedom, and is superior in the full 12 ns error calculation.
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Fig. 7. PMF of alanine dipeptide in vacuum using the / dihedral angle as the reaction coordinate, computed by a 40 ns ABF simulation.
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Fig. 10 is similar to Fig. 9 but uses the difference error defined at the points / ¼ �0:13 and / ¼ 1:03. Using
this error metric both the h and p-refined SEM methods perform better than suggested by the L2 metric.
Though the global spectral method is still superior for the total simulation time of 12 ns.
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Fig. 9. Loglog plot of the L2 error in the PMF for alanine dipeptide as a function of the DOF for 0.75 ns (on the left) and 12 ns (on the

right) of total simulation time.

Fig. 8. Windows used when computing the PMF for alanine dipeptide.
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Fig. 10. Loglog plot of the difference error in the PMF for alanine dipeptide as a function of the DOF for 0.75 ns (on the left) and 12 ns

(on the right) of total simulation time.
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5. Conclusion

We have developed a framework based on the method of weighted residuals for approximating the poten-
tial of mean force (PMF) along a reaction coordinate. This framework is general enough to encompass ther-
modynamic integration and direct histogram methods, providing an analysis tool for comparing the two. In
addition, using weighted residuals allows for higher-order approximations to the PMF in the form of a global
spectral method or a spectral element method. When implemented, the result is a linear system of equations
for determining the unknown PMF from ensemble averages generated by equilibrium molecular dynamics or
Monte Carlo simulations. We have shown that this holds true even when multiple biased trajectories are used.
In our analysis, we have demonstrated that higher-order methods allow for exponential convergence through
p-refinement when configurational space is sampled sufficiently well. For fewer samples statistical error dom-
inates and is governed by the law of large numbers, which is proportional to 1=

ffiffiffiffi
N

p
, where N is the number of

samples. In numerical experiments involving a double-well potential and alanine dipeptide, we have shown
that the global spectral method is remarkably robust as the polynomial degree is increased. When the sampling
rate was high and the polynomial degree was low, the global spectral method retained its exponential conver-
gence rate. As the polynomial degree was increased and statistical error dominated, the total accuracy
remained nearly constant. This is in contrast to histogram methods which suffer from increased statistical
error as the bin size is refined. Finally, the higher degree of continuity provided by spectral methods makes
weighted residuals an attractive choice for use in conjunction with biasing force methods.
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Appendix A

A.1. Direct methods as weighted residuals

In this section reaction coordinates will have two classifications, first aperiodic reaction coordinates which
assumes that at some f0 and ff, with f0 < ff , the system is restrained, i.e. qnðf0Þ ¼ qnðff Þ ¼ 0. Notice that this
includes infinite reaction coordinates. The second classification is a periodic reaction coordinate, which is
defined by f0 ¼ ff and qnðf0Þ ¼ qnðff Þ.

A.1.1. Aperiodic reaction coordinate

First consider the weighted residual method defined by Eq. (10). Using qnðfÞ ¼ e�bAðfÞ, notice

�bqnðfÞ
dA

df
þ hF nif

� �
¼ d

df
½qnðfÞ� � bF nðfÞ:

Multiplying Eq. (10) by �b and substituting the above expression gives the set of N equations
Z ff

f0

d

df
½qnðfÞ� � bF nðfÞ

� �
wjðfÞdf ¼ 0 for j ¼ 1; . . . ;N :

Now approximate qnðfÞ as a linear combination of the trial functions f/igNi¼1. Substituting in the approxima-
tion gives the linear system

XN

i¼1

P i

Z ff

f0

/0
iðfÞwjðfÞdf ¼

Z ff

f0

bF nðfÞwjðfÞdf for j ¼ 1; . . . ;N :

After first substituting bF nðfÞ ¼ d
df
½qnðfÞ� and then integrating by parts on both sides we find

XN

i¼1

P i ð/iðfÞwjðfÞj
ff
f0

h
�
Z ff

f0

/iðfÞw0
jðfÞdf

	
¼ �

Z ff

f0

qnðfÞw0
jðfÞdf for j ¼ 1; . . . ;N ; ðA:1Þ
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where the boundary terms vanish on the right-hand-side because of the assumption that the reaction coordi-
nate is restrained (qnðf0Þ ¼ qnðff Þ ¼ 0).

Choose a set of D spaced grid points on the interval ðf0; ff Þ, where f1 > f0 þ D=2 and fN < ff � D=2. The
objective is to approximate qnðfÞ on this grid, to this end we will use as trial functions the basis /iðfÞ for
i ¼ 1; . . . ;N , where

/iðfÞ ¼
1 fi � D=2 6 f 6 fi þ D=2;

0 otherwise:



ðA:2Þ

The choice of grid points and basis functions enforces that the piecewise-constant approximation to qnðfÞ will
be zero at f0 and ff. If we require that a function wi in the test space satisfies w0

iðfÞ ¼ /iðfÞ and substitute the
definitions of /i and wj into Eq. (A.1) we find

P j ¼
1

D

Z D=2

�D=2

qnðfj þ fÞdf for j ¼ 1; . . . ;N :

Therefore the coefficients of Pi as calculated by this weighted residual method are equivalent to the coefficients
calculated by the direct method (see Eq. (6)). Since the trial space is piecewise-constant, the direct method is
the same as applying the weighted residuals method defined by Eq. (10) with the same trial space, and a piece-
wise-linear test space.

A.1.2. Periodic reaction coordinate

Define the points f0 ¼ f1; . . . ; fN ¼ ff and use /iðfÞ from Eq. (A.2) for i ¼ 2; . . . ;N � 1. For i ¼ 1 define /i

as

/1ðfÞ ¼
1 f1 6 f 6 f1 þ D=2;

1 fN � D=2 6 f 6 fN ;

0 otherwise:

8
><

>:

Notice that for i ¼ 1; . . . ;N � 1 the functions /iðfÞ are periodic on ½f0; ff �. Now assume that wjðfÞ for
j ¼ 1; . . . ;N � 1 are periodic test functions. Repeating the same steps for the weighted residual method as
above in the aperiodic reaction coordinate example gives

XN�1

i¼1

P i ð/iðfÞwjðfÞj
ff
f0

h
�
Z ff

f0

/iðfÞw0
jðfÞdf

	
¼ ðqnðfÞwjðfÞj

ff
f0
�
Z ff

f0

qnðfÞw0
jðfÞdf

� 	
:

Using the periodicity of /iðfÞ, wjðfÞ, qnðfÞ and applying the definition of /iðfÞ yields
XN�1

i¼1

P i

Z D=2

�D=2

w0
jðfi þ fÞdf ¼

Z ff

f0

qnðfÞw0
jðfÞdf:

Now let w0
jðfÞ ¼ /jðfÞ. For wjðfÞ to be periodic it has to be 0 everywhere but on the interval

½fj � D=2; fj þ D=2� where the function is linear from wjðfj � D=2Þ ¼ 0 to wjðfj þ D=2Þ ¼ D. The specific form
is

wjðfÞ ¼
0 f < fj � D=2;

f� ðfj � D=2Þ fj � D=2 6 f 6 fj þ D=2;

0 f > fj þ D=2:

8
><

>:

This set of test functions, wjðfÞ for j ¼ 1; . . . ;N � 1 gives the same values computed by the direct method for
the coefficients Pj.

A.2. Biased weighted residuals

The weight function in Eq. (14) can also be written as
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wðfÞ ¼ qnðfÞ
XK

k¼1

e�bukðfÞ

he�buk i :

Using trial functions /i and test functions wj, and substituting w(f) into Eq. (10) yields

XN

i¼1

Ai

XK

k¼1

R
/0

iðnðxÞÞwjðnðxÞÞe�bðHðx;pÞþukðnðxÞÞÞ dxdpR
e�bðHðx;pÞþukðnðxÞÞÞ dxdp

¼ �
XK

k¼1

Z
hF nifwjðfÞqnðfÞ

e�bukðfÞ

he�buk i df

for j ¼ 1; . . . ;N . Applying Eq. (5), the right-hand-side can be further simplified

XK

k¼1

Z
hF nifwjðfÞqnðfÞ

e�bukðfÞ

he�buk i df ¼
XK

k¼1

Z
F nðfÞwjðfÞ

e�bukðfÞ

he�buk i df

¼
XK

k¼1

R
F nðx; pÞwjðnðxÞÞe�bðHðx;pÞþukðnðxÞÞÞ dxdpR

e�bðHðx;pÞþukðnðxÞÞÞ dxdp
:

Notice that both sides are composed of sums of biased trajectory averages. This gives the simple form

XN

i¼1

Ai

XK

k¼1

h/0
iðnðxÞÞwjðnðxÞÞik ¼ �

XK

k¼1

hF nðx; pÞwjðnðxÞÞik for j ¼ 1; . . . ;N ;

where h�ik is the average from the kth biased trajectory.
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